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Automatic Segmentation of Kannada Speech 
Signal into Syllables and Sub-words: Noised and 

Noiseless Signals 
Hemakumar G, Punitha P 

 

Abstract— this paper addresses the problem of Kannada speech signal segmentation. The designed algorithm automatically segments 
the continuous Kannada speech signal into syllables and sub-words using the dynamic threshold computation by the combination of short 
time energy and magnitude of signal. The proposed method first pre-processes the original Kannada speech signal then framing is done 
for every 20 millisecond with an overlapping of 6.5 millisecond. Secondly frames are passed through hamming window using the same size 
of frame. Thirdly voiced and unvoiced part is detected through computing dynamic threshold using short time energy and magnitude of 
signal.  In this paper 20 unique sentences are used for experiment which can be used as commands to simple mobile sets. Each of these 
sentences was recorded for 10 times and segmentation testing is done for each signal and computed accuracy rate of segmentation. The  
automatic segmentation success rate of individually uttered of sentences in experiments is excellent and has reached accuracy rate of  
96.69% and miss rate of about 3.31%. Computations are done using Mat lab. 

Index Terms— Kannada Language, Magnitude of signal, Pre-emphasize, standardization of signal, Segmentation, Short time energy and 
Syllables.   

——————————      —————————— 

1 INTRODUCTION                                                                     
Speech can be considered as a time-varying signal since 

the parameters of the signal such as the amplitude, frequency 
and phase varies in time. Speech signal can be segmented into 
Words, Sub-words, Syllables and Phonemes. Segmentation is a 
process of decomposing the speech signal into a set of basic 
phonetic units. The basic phonetic unit can be a phoneme or a 
syllable, based on the language. The general idea of segmenta-
tion can be described as dividing something continuous into 
discrete, non-overlapping entities. Several speech recognition 
systems consider syllable as a basic unit because of its better 
representational and durational stability relative to the pho-
neme. Indian languages are syllable-time based languages, 
syllable is considered as the basic sound-unit in this work.  

In normal sentential utterances, the speaker develops a 
rhythm of stressed and unstressed syllables. Certain languages 
(e.g., English) have been called stressed-timed because 
stressed syllables tend to occur at regular time intervals. Other 
languages (e.g., Most Indian languages like Kannada lan-
guage) are syllable-timed because each syllable tends to have 
equal duration. In both cases, the phenomenon is more per-
ceptual than acoustical since physical measurements of dura-
tion vary considerably from the proposed isochronizes. The 
production regularity may exist not at the acoustic level but at 
the articulatory level, in terms of muscle commands for 
stressed syllables coming at regular intervals. The acoustic 
differences between the two types of languages are the stress-
timed languages significantly reduce the durations of un-

stressed syllables compared to stressed ones, while syllable-
timed languages do so to a much lesser extent. 

This paper discussing the continuous Kannada speech sig-
nal segmentation into syllables and sub-words. The Kannada 
is a syllable-timed based language. The programs written in 
mat lab for automatic segmentation of continuous speech will 
segment any Kannada speech signal of any length. The length 
of signal increases the complicity of segmentation increases, in 
our experiment if length of signal increases more than 5 se-
conds then that signal will be divided into 5 seconds with 
overlapping of  0.5 second and then segmentation is done for 
each parts.  

The remaining part of the paper is organized into five dif-
ferent sections; Section 2 deals with review of speech signal 
segmentation. Section 3 deals with the signal preprocessing, 
Section 4 deals with algorithm of proposed model. Section 5 
deals with Experimentation results. Section 6 deals with dis-
cussion and conclusion.  

2 REVIEW OF SPEECH SIGNAL SEGMENTATION 
In paper [1] they have experimented to automatically 

segment and label continuous speech signal into syllable-like 
units for Indian languages (Tamil and Telugu). In this ap-
proach, the continuous speech signal is first automatically 
segmented into syllable-like units using group delay based 
algorithm. Similar syllable segments are then grouped togeth-
er using an unsupervised and incremental training (UIT) tech-
nique. Isolated style HMM models are generated for each of 
the clusters during training. During testing, the speech signal 
is segmented into syllable-like units which are then tested 
against the HMMs obtained during training. They showed 
that performance of segmentation followed by labeling is su-
perior to that of a flat start syllable recognizer. Paper [2] used 
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blind speech segmentation procedure that allowed a speech 
sample to be segmented into words/sub-word units without 
the knowledge of any linguistic information (such as, ortho-
graphic or phonetic transcription). This was done by using 
end-point detection technique which detects the proper start 
and the end points of the speech events. The start and end 
points are detected by tracing abrupt change of the data se-
quence, which is greater or less than a given threshold. Here 
they segmented the continuous Bengali speech signal. Paper 
[6] worked for automatic Punjabi continuous speech segmen-
tation using Short term energy. Basic units for segmentation 
are words, phonemes and syllables. They segmented Punjabi 
words into syllables in Punjabi language and showed that sev-
en types of syllables are recognized in Punjabi. These syllable 
types are: V, VC, CV, VCC, CVC, CCVC and CVCC; where V 
and C represent vowel and consonant respectively. Paper [8] 
has presented acoustic-phonetic analysis of Kannada, spoken 
in southern and coastal regions of Karnataka. In this work, 
mid points of the vowels were automatically identified using a 
trained speech recognition system, and subsequently, formant 
frequencies corresponding to the mid-point were computed. 
Preliminary analysis of first and second formant frequencies 
showed observable difference in the characteristics of vowels 
/a/, /A/, /i/, /I/, /u/, /U/, /e/, /E/, /o/ and /O/. The 
frequency domain properties of vowels across phonetic con-
texts varied less in case of the speakers of coastal Karnataka in 
comparison with those of speakers from South Karnataka. 
This is likely due to the fact that Kannada was not the mother 
tongue of most of the speakers from Coastal Karnataka. Paper 
[16] has discussed the Speech signal which is basic to study 
and analysis of speech technology and phonetics. To form 
meaningful chunks of language, the speech signal needs to 
have dynamically varying spectral characteristics; sometimes 
varying within a stretch of a few milliseconds. Phonetics 
groups these temporally varying spectral chunks into abstract 
classes roughly called allophones. Distribution of these allo-
phones into higher level classes called phonemes takes us 
closer to their function in a language. In most of the languages 
phonemes and letters have varying degrees of correspond-
ence. Since such a relation exists, a major part of a speech 
technology deals with the correlation of script letters with 
chunks of time-varying spectral stretches in that language. 
Indian languages are said to have a more direct correlation 
between their sounds and letters. Such similarity gives a false 
impression of similarity of several sets of text-to-sound rules 
across these languages. A given letter which has parallels 
across various languages may have different degrees of diver-
gence in its phonetic realization in these languages. They illus-
trate such differences and point out the grey areas where 
speech scientists need to pay greater attention in building their 
systems, especially multilingual systems for Indian languages. 
In paper [10] they have experimented on the Acoustic segmen-
tation of speech based on landmark detection which is an im-
portant stage in keyword spotting based on acoustic matching. 
In the present work, the class of plosive sounds in continuous 
speech is considered for detection and classification. Acoustic-
phonetic features extracted in the vicinity of landmarks or 
speech events are shown to be reliable for the detection of un-

voiced stops with high temporal accuracy. They tried for Ma-
rathi words and sentences by developing their own database 
for training and testing. In Paper [11] presents simple and 
novel feature extraction approaches for segmenting continu-
ous Bangla speech sentences into words/sub-words. These 
methods are based on two simple speech features, namely the 
time domain features and the frequency-domain features. The 
time-domain features, such as short-time signal energy, short-
time average zero crossing rate and the frequency-domain 
features, such as spectral centroid and spectral flux features 
are extracted in this research work. After the feature sequences 
are extracted, a simple dynamic thresholding criterion is ap-
plied in order to detect the word boundaries and label the en-
tire speech sentence into a sequence of words/sub-words. In 
paper [3], there objective was to develop a method for syllabi-
fication of the acoustic signals of Sinhala words and they have 
achieved considerably high precision in the outcome. It was 
clear that the wrong pronunciation creates problems in the 
process of syllabification. In this work the informants were not 
trained to pronounce the words correctly, and therefore they 
have collected the pronunciation of words in their natural 
speech. As an effect, this decreased the accuracy of their meth-
odology to some extent. Further, the two occurrences of the 
same word generated by the same speaker were behaved dif-
ferently due to the variation in the pronunciation. Paper [4], 
they have proposed a method to improve the quality of the 
segment graph for segment-based speech recognition by at-
tempting to reconstruct segments that are missing due to pos-
sible insertion errors. Acoustic discontinuities and manners of 
articulation are used in evaluating each boundary in the seg-
ment graph. The results showed satisfactory phonetic recogni-
tion accuracy in Thai continuous speech despite the increase in 
segment graph size in an intermediate step of the system. 
However, the algorithm reported in their work only adds new 
segments into the segment graph. Segment errors due to 
boundary deletion errors are still remained.  

3 SIGNAL PREPROCESSING 
In this paper, pulse code modulation with a frequency of 16 
KHz, 16-bit mono channel is used. Each sentence signal is sep-
arately recorded with a silence region before and after right 
Signal. These signals were recorded at a little noisy room envi-
ronment, while Gold Wave Software was used to record with 
the help of mini microphone of frequency response 50 – 
12500Hz. A detail of speech database is described in table 1. 
 

Table 1: Continuous Speech Database Description. 

Language Kannada 

Speech type Read Speech 

Number of Sentence 
Used 

20 Sentence 

Number of Speaker 1 male speaker 

Recording Conditions Room Environment with little 
noise 

Number of signals Each sentence recorded 10 
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used to Testing.  times, total 200 Signals. 

4  PROPOSED METHOD  
In this paper we have experimented to design the speech 

segmentation using the combination of time domain feature 
and frequency domain feature and segmented into syllables 
and sub-words in 5 stages. Our model works in offline mode, 
firstly speech signal need to acquire and store in speech data-
base and then pass into program. Each stage is explained us-
ing algorithm.  

4.1 Preprocessing stage 
• Analog signal is digitalized. 
• DC Component is removed from digitalized sample 

values,  for i=1 to N   s(i) = s(i) – mean(s), where N is 
length of Signal, s is signal. 

• Pre-emphasize phase ŝ(n) = s(n) – ã * s(n-1) , 
where constant ã value is 0.9955. 

• Standardization of amplitude  
S (n) = ŝ (n) / max (| (ŝ (n) |) 

4.2 Framing and Windowing 
• Frame blocking is done for signal. Here we have 

framed for every 20 millisecond with an overlapping 
of 6.5 millisecond. 

• Each frame is passed under hamming window by 
keeping same size of frame.  
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 4.3 Computation of Short time energy and magnitude 
• Short time energy is computed for frame using 

𝑬𝒏 = � [𝒙(𝒎)𝒘(𝒏−𝒎)]𝟐
𝒎=𝒊𝒏𝒇

𝒎=−𝒊𝒏𝒇

 

• Magnitude of frame is computed using 9th order of 
butter filter with 0.33 low cut-off value. 

1. [B, A] = butter(9,0.33,’low’) 
2. Y = filter(B, A, Signal) 
3. Magnitude = abs(sum(Y)) 

• Check for end of signal, if end of signal comes out of 
the loop; otherwise repeat the steps. 

4.4 Dynamic Threshold detection  

         Magnitude of frame 
 Thr_msf = [((∑ msf)/ n) – min (msf) * 0.6] + min (msf) 

If (msf > Thr_msf)   mark   V_msf =1 

        Short time energy  
Thr_STE = [(( ∑ STE ) / n) – min(STE) * 0.5  ] + min(STE) 

If (STE ≥ Thr_STE)   mark   V_STE = 1 

4.5 Detection of voiced part / Segmentation part 
If  V_STE * V_MSF equal to 1 then 

  Mark has voiced part 
Otherwise mark has unvoiced part. 

  

5  EXPRIMENTATION  
Figure 1 shows the details of how the original Kannada 

speech signal will be and how it will be after the preprocessed 
signal. This preprocessed stage will makes the signal in stand-
ard format which leads at increasing the segmentation accura-
cy rate. The figure-1 showing the original signal, pre-
emphasize signal without standard the signal and pre-
emphasized signal after DC component removed and stand-
ardized the signal. This stage helps more clear to segment the 
signal and identify the noise part. The figure 3 shows the 
Rabiner technique and proposed model for preprocessing 
stage. The proposed model increases the speech signals deci-
bel, amplitude of signal and more smothering the signal leads 
better to segmentation. 

Table 2 shows the details of time taken for the execution of 
200 signals and there segmentation accuracy rate and error 
rate occurs in short time energy, magnitude of signal and 
combination of both the techniques. This experiment shows 
that combination of both time domain and frequency domain 
will reduce the segmentation error rate. The short time energy 
shows very less time of execution but in this case there will be 
a problem of insertions and deletions of segment part in which 
signal occurs more than magnitude technique. The calculation 
of accuracy rate of segmentation is done by counting the 

 

. Fig 1. Show the details of preprocessing stage result for speech signal. 
Command is ‘9480770862ge kare maaDu’. Command meaning is that 
‘make a call to 9480770862’. Figure represented has time verse amplitude 
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segmentation of signal and actual number of syllables and 
sub-words are present in the original sentence. The results of 
segmented parts of each speech signal is verified manually 
and computed the accuracy rate and error rate of each signal. 
Finally the averages of those have been taken. 

Table 3 shows the sentences used in this experiment and in 
each sentences how many words and syllables are present. In 
this experiment there are totally 123 words and 295 syllables 
and each sentence is recorded for 10 times and segmentation 
testing has done for each signal. Table 4 showing the average 
accuracy rate for each sentence in each technique and showing 
that combination of short time energy and magnitude of signal 
will increases the accuracy rate and decreases the error rate 
and also increases the execution time.  

Figure 2 showing the detection of voiced and unvoiced part 
in speech signal. Here figure shows how the short time energy 
and magnitude of signal will looks for same signal and how 
the voiced part is detected and marked. Here voiced part is 
detected using the dynamic threshold computation. It is also 
showing the missing part or unidentified voiced part in signal. 
The table 4 showing the details of accuracy rate and error rate 
of each sentence. 
 
 

Table 2: showing the accuracy rate, error rate and time 
taken to execute the 200 continuous Kannada speech 
signal segmentation into syllables and sub-words. Pro-
gram executed in Intel core i5 CPU @ 2.67GHz and 
RAM 3GBytes. Segmentation done using dynamic 
threshold computation for following methods. 
Sl. 
N
o 

Methods Time 
taken in 
Second 

accuracy 
Rate 

Error 
Rate 

1 Short Time Energy 33.9573 93.66 6.34 

2 Magnitude of sig-
nal 

112.7415 95.14 4.86 

3 Combination of 
short time energy 
and magnitude 

135.9312 96.69 3.31 

 
 

Table 3: Showing the details of sentence used in exper-
iment and number of words and syllables contained in 
sentences. 
Sl. 
No 

Sentence  Total Number 

Words Sylla-
bles 

1 naMjuMDayyanige kare maaDu 3 10 

2 naMjuMDanige kare maaDu 3 9 

3 naMjuMDappanige phoonu 
maaDu 

3 10 

4 naMjuMDeeShanige kaal 
maaDu 

3 9 

5 kumaarage kare maaDu 3 8 

6 kumaarige kare maaDu 3 8 

7 aaytu phoona iDuteene 3 8 

8 kare radu maaDu 3 6 

9 9480770862ge kare maaDu 13 25 

10 5971368026ge kare maaDu 13 27 

11 9448073552 kare maaDu 13 26 

12 8970560279 kare maaDu 12 27 

13 7259776816 kare maaDu 12 26 

14 123 kare maaDu 5 11 

15 55066 kare maaDu 7 14 

16 naMjuMDayyanige SMS maaDu 3 11 

17 naMjuMDappanige SMS maaDu 3 11 

18 8971368026 SMS maaDu 12 28 

19 naMjuMDanige MMS maaDu 3 10 

20 naMjuMDeeShanige MMS 
maaDu 

3 11 

Total =     123 295 

 
 

Table 4: Showing the details of segmentation accuracy 
rate and error rate. In this experiment each sentence is 
recorded 10 times and tested for all 10 signals. Results 
showing are of average of these signals. Acc= Accuracy 
rate, Err = Error Rate. 
Sl. 
No. 
sen-
tenc
e 

Short Time 
Energy 

Magnitude of 
signal 

Combination 

Acc Err Acc Err Acc Err 

1 95.00 5.00 100.00 0.00 99.00 1.00 

2 98.89 1.11 95.56 4.44 98.89 1.11 

3 98.00 2.00 97.00 3.00 99.00 1.00 

4 81.12 18.88 86.67 13.33 85.56 14.44 

5 95.00 5.00 95.00 5.00 100.00 0.00 

6 93.75 6.25 97.50 2.50 93.75 6.25 

7 85.00 15.00 91.25 8.75 91.25 8.75 

8 96.67 3.33 100.00 0.00 100.00 0.00 

9 95.60 4.40 96.80 3.20 95.60 4.40 

10 97.41 2.59 96.67 3.33 100.00 0.00 

11 92.70 7.30 96.16 3.84 94.24 5.76 

12 94.08 5.92 96.30 3.70 97.04 2.96 

13 92.31 7.69 97.70 2.30 93.85 6.15 

14 92.73 7.27 98.19 1.81 94.55 5.45 

15 91.43 8.57 96.43 3.57 94.29 5.71 

16 96.37 3.63 90.91 9.09 100.00 0.00 

17 90.91 9.09 93.64 6.36 99.10 0.90 
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18 95.72 4.28 87.50 12.50 99.65 0.35 

19 96.00 4.00 94.00 6.00 99.00 1.00 

20 94.55 5.45 95.46 4.54 99.10 0.90 

To-
tal   

93.66 6.34 95.14 4.86 96.69 3.31 

 

6   DISCUSSION AND CONCLUSION 
In this paper automatic Kannada speech segmentation into 

syllables and sub-words is done for the speech recognition. 
The recognition of syllables or sub-words is done for the se-
lected voiced part of signal and not on the frame of the signal. 
The recognition part is not discussed in this paper. If the accu-
racy rate of segmentation is good then recognition accuracy 
rate will be good. In our experiment for identifying the voiced 
part or unvoiced part in the signal we have used the combina-
tion of short time energy and magnitude of signal and showed 
the increases of accuracy rate in segmentation. We have tested 
this method on isolated Kannada words signal, continuous 
Kannada read type of signal and audio Kannada dialogues file 
downloaded from internet of different time duration. In our 
experiment the error occurs only in the segmenting the noised 
speech signal and speaker having more breathing air-pressure 
noise occurring during the time of speaking or reading. To the 
continuous speech signal segmentation the noise from breath-
ing is more problem than the noise from external environ-
ment. 
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Fig 2: Showing segmentation of speech signal using short 
time energy and magnitude of frame. IJSER
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